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Things to be Careful for Performance:
(2) Using shared memory

Shared memory is a fast, user-managed memory region 
located on the GPU chip. 

It is accessible by all threads within the same thread 
block. It is much faster than global memory but limited in 
size. It has;

Low Latency: Significantly reduces memory access times 
compared to global memory.
Banked Access: Organized into memory banks to allow parallel 
access by threads (we will come to this later).
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Things to be Careful for Performance:
(3) Bank conflicts

• Shared memory is banked 
• Only matters for threads within a warp 
• Full performance with some restrictions

• Threads can each access different banks 
• Or can all access the same value 

• Consecutive words are in different banks 
• If two or more threads access the same bank but 

different value, we get bank conflicts 
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Things to be Careful for Performance:
(3) Bank conflicts

• When every 
thread accessed 
a different bank, 
there is no bank 
conflict.
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Things to be Careful for Performance:
(3) Bank conflicts

• When different 
items are 
requested from 
the same bank, it 
is a conflict. 
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Things to be Careful for Performance:
(3) Bank conflicts

Let’s check some examples on shared memory usage and bank conflicts.
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