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Sparse Tensors

A sparse tensor is a generalization of sparse matrices to higher 
dimensions. 

Like sparse matrices, sparse tensors are used to represent multi-
dimensional arrays (or tensors) where most of the elements are zero. 

Instead of explicitly storing every element, sparse tensors store only the 
non-zero values and their corresponding indices, which saves memory 
and computation time.
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Sparse Tensors

Yuchen Ma, Jiajia Li, Xiaolong Wu, Chenggang Yan, Jimeng Sun, Richard Vuduc, Optimizing sparse 
tensor times matrix on GPUs, Journal of Parallel and Distributed Computing, Volume 129, 2019
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Why Sparse Tensors?

Memory Efficiency: Sparse tensors significantly reduce memory usage by 
not storing zeros.
Computational Efficiency: Operations on sparse tensors focus only on 
non-zero elements, avoiding unnecessary computations.
Applications:
• Machine learning (e.g., recommendation systems, NLP).
• Scientific computing (e.g., simulations with sparse systems).
• Graph and network analysis (e.g., adjacency tensors)
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Sparse Tensor Data Structures - CSF

https://www.boristhebrave.com/2021/01/01/compressed-sparse-fibers-explained/
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Sparse Tensor Data Structures - CSF

https://www.boristhebrave.com/2021/01/01/compressed-sparse-fibers-explained/
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Sparse Tensor Operations

Optimal Sparse Singular Value Decomposition for High-dimensional High-order Data Anru Zhang, Rungang Han, 
arXiv:1809.01796
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The main access 
pattern for MTTKRP 
and many tensor 
kernels. 
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• Good Spatial Locality in result[𝑖][𝑟] 
• If the nonzeros are sorted w.r.t. their first dimension indices. 

• Potentially Bad Spatial Locality in Factor Matrices: 
• Spatial locality depends on the indices 𝑗 and 𝑘. If these indices correspond to 

widely separated rows in the matrices 𝐴, 𝐵, spatial locality may degrade. 

Sparse Tensor Operations
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